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1 A simple model of bubbles and analyst coverage: Proofs

Proposition 1. There is a bubble in the asset price.

The asset price at date 0 is

Po=1p <1+ 2¢—1)q(1-q)(1-p) >>p.

(2¢—1)°p(1—p)+q(1—q)

Proof:

The asset pays off a dividend d=1 or d =0 at date 2. The two groups of risk-neutral
investors (A and B) have common priors at date 0: the probability that d = 1 is equal to p.

At date 1, investors receive independent signals a and b about the asset’s pay-off:

)

Prla=1ld=1=Prb=1ld=1]=¢ >

Prla=0/d=0]=Prb=0/d=0] =¢ >

N =N

Investor group A only considers signal a, and disregards b, and investor group B only considers
b, and disregards a. Investors trade at date 1, after receiving the signals, in a market in which

there are short-sale constraints.

There are four scenarios for date 1 signals (a,b) = (0,0), (a,b) = (1,1), (a,b) = (0,1), and
(a,b) = (1,0). We first find the updated beliefs given the signals in each of the scenarios, and
the resulting equilibrium asset price at date 1. Then we find the probability of each one of

the four scenarios from date 0 perspective, and the equilibrium price at date 0.

Using Bayes’ Rule, we have the following updated beliefs for investor group A:

_ o Prla = 1|d = 1] Pr[d = 1] _ qp .
Prld = lla=1] = Prla=1|d=1] Prld=1] + Prla=1[d=0] Prld=0]  gp+(1—¢q)(1—-p)’
Pr[a = 0|d = 1] Pr[d = 1] (1-q)p

Prid = 1la=0] = Prla=0ld=1] Pr[d=1] + Prla=0[d=0] Prld=0]  (1-q)p+q(l-p)

The expressions for the updated beliefs of investor group B are analogous, only substituting

signal b for signal a.



When a=b=0 or a=b=1, then, since investors are risk-neutral, the corresponding equilibrium

asset prices at date 1, denoted Py (,4), are equal to:

(1-q)p .
1-q)p+q(1—p)’
qp
gp+(1—-q)(1-p)°

Pl,(O,O) = PI’[d: 1|CL = 0] x 1 +PI‘[d: 0‘0, = 0} x 0=

Py 1) = Prld=1la=1]x1+Prld=0a=1]x0=

If the signals do not coincide, then investors agree to disagree. Because there are short-sale
constraints, the equilibrium asset price is determined by the beliefs of the most optimistic

investor group, i.e., the one which received the signal d = 1. Therefore, Py 1) = Py 1,0) =

Py 1,1)-

Next we compute the probability of each one of the four different scenarios for date 1 signals,
considering that the signals are independently drawn. For example, for the probability of

the a=b=0 scenario is:

Prja = 0,b=0] = Prla=0,b=0|d =0] Pr[d=0] + Prla=0,b=0|d=1] Pr[d =1]
= Prla=0|d=0] Pr[b =0|d =0] Pr[d=0] + Prla=0|d=1] Pr[b=0|d=1] Pr[d=1]

= ¢1-p+(1-a)p.
Analogously, we find:
Prla = 1,b=1] = ¢*p+ (1—q2) (1-p);

Prla = 1,b=0] = Prla=0,b=1] = ¢q(1—¢q) .

The price at date 0, when both investor groups share the same beliefs, is given by the dot

product of date 1 scenario probabilities and corresponding equilibrium prices:
P[] = PI‘[CL = 0, b = O] P17(070) + PI'[CL = 1, b = 1] Pl,(l,l) + PI’[CL = 1, b = 0] Pl,(l,()) + PI‘[CL = 0, b = ].] Pl,(O,l)

Substituting in the expressions, and simplifying, yields the Py formula in Proposition 1.H



Proposition 2. A stronger public information signal results in a smaller bubble.
The price at date 0 with analyst coverage is P{"*"*'=p (14 f (r)) for

pg(1-q)(1—p) + r(1—7) {p(QA—p)+q(1—q) —8pq(1—q)(1—p)}
{pa+(1—-p—q)r} {or+ A —gq—7)p} {pr+(1—-p—7)q} {U—g)(1—7r)—(1—g—r)p}

Fr)=2¢-Dq(1-g¢)(1—-p)r(1—r)

The function f(r) is strictly decreasing in r for %g r<1. When r:% then

f(l): (2¢—1)q(1—q)(1—p)

2) (2¢-12p(1-p)+a(l—q)

that is, Pim'vstis mazimum and equal to P, in Proposition 1 when the public information
signal is not informative.

Proof:

Both groups of investors (A and B) observe signal ¢ from a stock analyst, in addition to the
a and b signals. Investors believe signal ¢ carries information about the asset’s payoff at
date 2.

N DN -

There are 23=8 scenarios for date 1, given by the combinations of signals a, b, and c¢. We
calculate the updated beliefs given the signals in each of the scenarios, and the resulting
equilibrium asset price at date 1. Then we compute the probability of each one of the eight

scenarios as of date 0, and the resulting equilibrium price at date 0.

First, using Bayes’ Rule and considering that signals are independent, we compute the

updated beliefs at date 1. For example, for investor group A when a=1 and c=1, we have:

Prld = lla=1lc=1= rla =1,c=1|d = 1] Pr[d = 1]

Prja=1,c=1|d=1] Pr[d=1] Pr[d=1] + Prla=1,c=1|d =0] Pr[d = 0]
Prla = 1|d = 1] Pr[c =1|d = 1] Pr[d = 1]
Prla = 1|d = 1] Prle =1|d = 1] Pr[d=1] + Pr[a =1|d = 0] Pr[c = 1|d = 0] Pr[d = 0]
qrp
grp+(1-q)(1=r)(1-p)




Similarly, the other investor A expressions are:

 lla—1e—o0l = g(l—r)p ,

Prld = Hle=te=0l = a—gra-n

a0 ce=1]= (1—q)rp ,

Prid = lla=0.c=1] (I-q¢)rp+q(1—-r)(1—p)’
1-¢g@@-7)p

Prld = 1la=0,c=0]=

(1-q¢1—-7r)p+gr(l—p)"

The expressions for the updated beliefs of investor group B are analogous, only substituting

signal b for signal a.

There are eight different scenarios for date 1 signals, depending on combinations of the
signals a, b and c. The resulting date 1 equilibrium prices, denoted Py (44 ), in each of these

scenarios are:

(1-¢g(d-r)p
P — Prld=1la=0,c=0] = :
booo = Pl =t =0 =0 = g e p)
(1—q)rp
P — Prld=1la=0,c=1] = :
LoD d=tle=0 =1 =G a9’
qrp

Pragy = Pl,(l,o,l):PL(O’LI):Pr[d:”a:l’czu:qrp+(1—q)(1—7’)(1—p);

q(l—7)p
Pi10) = Praoo = P10 =Prld=1la=1,c=0]= ( )

ql=r)p+1—-q)r(1-p)

Next we compute the probability of each one of the eight different scenarios for date 1 signals.

For example, for the probability of the a=b=c=0 scenario is:

Prla = 0,=0,c=0]=Prla=0,b=0,c=0/d=0] Pr[d=0] + Prla=0,b=0,c=0|d=1] Pr[d =1]
Pr[a = 0|d = 0] Pr[b =0|d = 0] Pr[c = 0|d = 0] Pr[d = 0]
+ Pr[a =0|d = 1] Pr[b =0|d = 1] Pr[c =0|d = 1] Pr[d = 1]

= ¢r(l-p+(1-¢)(1-r)p.



Analogously, we find:

Prla = Lb=1lc=0=(1-¢*)r(1- -
Prla = Lb=1lc=1]=(1- q2)(1—r )+ rp ;
=@ (1-r)(1-p)+(1-¢")rp;

—Prla=1b=0,c=0]=q(1~ ) {r(1—p) +(1-)p}
Prla = 0,b=1,c=1=Prla=1,b=0,c=1]=q(1—q){(1 —7r)(1—p)+rp}.

Finally, the price at date 0, when both investor groups share the same beliefs, is given by

the dot product of date 1 scenario s probabilities and corresponding equilibrium prices.
P() = ZPr[S]Pl,(s)
S

Substituting in the expression found before, and simplifying, results in the expression in

Proposition 2.

Substituting r:% and r=1 we find:

1y (20-1e(l-g)(1-p)
f< 2> (2¢—1°p(1-p)+q(l—q)r
f(r=1) = f(r=0)=0.

The first derivative of f(r) is equal to

1 1
a (r=K ( (P*Q)(PT*Q(PJrI*l))Z + (p+qf1)(P(q+r711)+(q71)(rf1))2 )
dr ’

T —a)(ar—p(a+r—1))% ~ (p+a—1)(—r(p+a)+pa+r)?
where K is a positive constant. Substituting r:% and r=1 we find

4(-1) - o,
dr 2

df _ 1
ar "= = q(lfq)p(lfp)<0'

By inspection, we observe that % (<0 for %< r<l.



2 Further robustness for Table 3 regressions

2.1 Different controls for firm size

Figure OA-1 provides non-parametric evidence that our key finding is not driven by a positive
correlation between analyst coverage and firm size. We first sort stocks into 10 deciles based
on market capitalization. Within each size decile, we further sort stocks into two groups
based on whether their Analyst coverage is above or below the median Analyst coverage in
each size decile. The figure shows that, within each size decile, the median Composite bubble
measure is much higher in stocks with low analyst coverage than in stocks with high analyst

coverage.

In Panel 1 of Table OA-1 we revisit the regressions in Table 3 while changing the way we
control for size. For ease of comparison, in the first row we repeat the baseline results in Table
3. In the second row, we use Analyst coverage orthogonalized with respect to Log of market
capitalization instead of raw Analyst coverage. In the third row, we include the square and the
cube of Log of market capitalization as regressors, in addition to Log of market capitalization
itself. We also include interactions between Log of market capitalization and all the other
control variables in Table 3. In the fourth and fifth rows we use market capitalization at the
beginning or at the end of the six-month reference period from November 29, 2006 to May
29, 2007, instead of using the average market capitalization within that period. In the next

! Finally, in the

to last row we use only tradable shares to compute market capitalization.
last row we control for firm size using total assets rather than market capitalization. Panel
1 shows that the coefficient on Analyst coverage is statistically significant at the 1% level
in all 28 regressions. All 28 regressions show smaller bubbles in stocks with more analyst

coverage, after controlling for firm size.

TABLE OA -1

In Panel 2 of Table OA-1 we report the linear and Spearman rank correlations between
Analyst coverage and Composite bubble measure within each of 10 size deciles (measuring

size as Log of market capitalization as in the baseline results) We find an economically large

'See Li et al. (2011) for discussion of tradable versus non-tradable shares, as well as the split-share structure
reform in Chinese stocks. Of our 623 sample firms, 598 underwent the reform before the beginning of our reference
period in November 29, 2006 and 5 were not eligible because all shares were always tradable.



Figure OA-1: Bubble intensity across size deciles
Median Composite bubble measure in Low and High Analyst Coverage bins
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and statistically significant correlation in each size decile. Within each size decile, greater

analyst coverage is associated with smaller bubbles.

2.2 I/B/E/S data

In Panel 1 of Table OA-2 we repeat the regressions in Columns (2), (4), (6), and (8) of
Table 3 while replacing the Resset-derived Analyst coverage with I/B/E/S analyst coverage.
We define I/B/E/S analyst coverage as the number of analysts issuing earnings-per-share
forecasts during the reference period of November 29, 2006 to May 29, 2007 according to
the I/B/E/S Chinese dataset. This data source is used by Chan and Hameed (2006), among
others. We find that the analyst coverage data on I/B/E/S is much less comprehensive than
on Resset. Specifically, 250 of our sample stocks are reported with at least one analyst in
the I/B/E/S data, whereas 453 stocks have at least one analyst covering them according to
the Resset data. The correlation between I/B/E/S analyst coverage and Analyst coverage
is 0.78, however, and Panel 1 in Table OA-2 shows that all of our conclusions are robust

to using I/B/E/S analyst coverage rather than the more comprehensive Analyst coverage



variable.

TABLE OA — 2

2.3 Outliers

Panel 2 of Table OA-2 summarizes regressions addressing the concern that our results are
driven by outliers in Analyst coverage. We repeat the regressions in Columns (2), (4), (6),
and (8) of Table 3 while replacing the Analyst coverage variable with two dummy variables
based on Analyst coverage. We define Any coverage dummy as an indicator variable set to
one when Analyst coverage is greater than zero and set to zero otherwise, and similarly define
Many analysts dummy based on whether the stock is followed by more than six brokerage
firms (which is the median Analyst coverage for stocks with non-zero coverage). These two
dummies partition firms in three groups: 170 stocks with Analyst coverage equal to zero, 227
stocks with Analyst coverage between 1 and 6, and 226 stocks with Analyst coverage greater
than 6. Panel 2 shows that the two dummies are positive and statistically significant in
all specifications but that explaining Cumulative return, in which only the Many analysts

dummy is statistically significant.

Panel 3 of Table OA-2 summarizes regressions addressing the concern that our results are
driven by outliers in the dependent variables. We repeat the specifications in Columns (2),
(4), (6), and (8) of Table 3 while using median regressions rather than ordinary least squares.
We find that the coefficient on Analyst coverage remains statistically significant at the 1%

level in all four regressions.

2.4 Additional control variables

In Panel 4 of Table OA-2 we summarize the results of adding a number of explanatory
variables to our baseline specification explaining Composite bubble measure. We find that
Analyst coverage remains highly statistically and economically significant in all of the seven

specifications.

In the first specification we add Ratio non-tradable /tradable, the average ratio of non-tradable

to tradable shares in each stock in the reference period. This variable accounts for the fact



that a considerable number of outstanding shares are not tradable in the secondary market
in China, and addresses the concern that it is not clear on which basis (all shares or tradable
shares) one should define Market capitalization as a control variable for Analyst coverage. In
the second column we add Share float, the average number of tradable shares in the reference
period of November 29, 2006 to May 29, 2007, in billions (results are also robust to using the
log of Share float). This is motivated by Hong, Scheinkman, and Xiong (2006), who propose

a theory in which bubble magnitudes are negatively related to a stock’s float.

In the third specification we add Contemporaneous return volatility, the average daily return
squared during the reference period of November 29, 2006 to May 29, 2006. Scheinkman
and Xiong’s (2003) theory predicts larger bubbles in stocks with more volatile fundamentals,
so this variable controls for the possibility that for some reason analysts are less likely to
cover more volatile stocks. In the next specification we add Turnover trend. This variable is
calculated as the slope coefficient on a regression of daily turnover in the reference period on
a time trend variable. This addresses the concern that turnover is non-stationary during the
six-month reference period (see Figure 2 in the main paper), and hence that its population
average is not well defined and may be misrepresented by the sample average. In the fifth
specification we add Number of trades per day, an alternative measure of trading activity.
In the sixth column we add the loadings of three empirical factors constructed from daily

returns.? In the last specification we include all of the additional explanatory variables.?

2.5 Placebo periods

To investigate whether our results obtain in all periods rather than only in the bubble period
we study, we repeat our main specifications in placebo, non-overlapping six-month periods
far away from May 30, 2007. To make sure these placebo periods are "normal" and thus
not part of the bubble inflating-deflating phenomenon, we discard the six-month periods
immediately before and immediately after our reference period of November 29, 2006 to

May 29, 2007. We examine four placebo periods, two earlier ones and two later ones. Both

2To construct the factor loadings, we perform a factor analysis of the daily returns of the sample stocks in the
pre-tax-increase period, and retain loadings on the first three factors (Roll and Ross, 1980). The first factor is
overwhelmingly dominant, accounting for 39.4% of the covariation in the data. The second and third factors account
for 3.1% and 2.1%, respectively, with additional factors individually accounting for less than 2.1%.

3The correlation between Share float and Analyst coverage is 0.42, while that between Share float and Log of
market capitalization is 0.64. The correlation between Daily turnover and Turnover trend is 0.68. The correlation
between Loading on empirical factor 1 and Market beta is 0.72, and is the highest correlation between the two betas
and the empirical factor loadings.

10



dependent and independent variables are redefined with data during the time period being
studied.

We focus on specifications (2) and (4) of Table 3 that explain Cumaulative return and P/E
ratio, respectively. We do not repeat the specification in Column (6) because it concerns
announcement returns following the May 30, 2007 transaction tax tripling. Also, we do not
estimate the specification in Column (8) because it is not appropriate to define the first
principal component of Cumulative return and P/E ratio during the placebo periods we
use. In three of the four placebo periods the correlation coefficients between Cumulative
return and P/FE ratio are small and negative (ranging from -0.067 to -0.096), which leads
to problems in how to interpret the correlation between the first principal component and
Analyst coverage.*® In contrast, during the reference period of November 29, 2006 to May
29, 2007, Cumulative return and P/E ratio are strongly positively correlated (p = 0.316),
and hence interpreting the correlation between their first principal component and Analyst

coverage is straightforward.

Panel 5 of Table OA-2 shows that the reference period is the only period in which regressions
explaining both Cumulative return and P/FE ratio have negative and statistically significant
coefficient estimates for Analyst coverage. In contrast to the reference period, the coefficient
on Analyst coverage in regressions explaining P/FE ratio is statistically insignificant in all four
placebo periods. For the regressions explaining Cumulative return, we find that the coefficient
on Analyst coverage is actually positive in three of the four placebo periods (significantly
so in the first), and negative and statistically significant in only the placebo periods that
begins 12 months after the reference period. However, as we explain below, this result is not

particularly robust.

It turns out that the sign and significance of Analyst coverage in this placebo period varies,
depending on which control variables are used. For example, as reported in Table OA3, in
this placebo period the coefficient on Analyst coverage is positive and statistically insignif-
icant when the log of Market capitalization is the unique control variable, and positive and
statistically significant at the 5% level (t-statistic=2.41) when both the log of Market cap-

4If P/E ratio and Cumulative return are negatively related, then we can represent the first principal component
between them as FPC = aP/E ratio - 8Cumulative return, where a and (3 are positive. Therefore, if we find a
negative correlation between FPC and Analyst coverage, it could actually be the result of a positive correlation
between Cumulative return and Analyst coverage, which in any event would make it necessary to examine the
correlations between Cumulative return, P/E ratio and Analyst coverage separately for interpretation guidance.

’The correlation between Cumulative return and P/E ratio in the fourth placebo period is small and positive (p
= 0.068).
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italization and Turnover are included as control variables. This stands in contrast to the
reference period, in which Analyst coverage is consistently negative and statistically signifi-
cant for all specifications that we tried. Overall, we conclude that the results in the reference

period are not reproduced in the placebo periods.

TABLE OA -3

2.6 Different combinations of control variables

In Table OA-4 we report some of the intermediate specifications that include less than the
full set of control variables. Regressions in which we sequentially add control variables
in their listed order are reported in Panels 1, 3, 5 and 7. In the remaining panels (2,
4, 6 and 8) we begin with the full list of control variables and then sequentially remove
control variables in their listed order. Analyst Coverage remains strongly statistically and

economically significant across all regressions.

TABLE OA — 4
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3 Further robustness for Table 4 regressions

3.1 First stage regressions

Table OA-5 shows results of the first stage regressions associated with the 2SLS estimation
of Table 4. The first stage results indicate that Table 4 regressions do not suffer from a weak

instrument problem.

TABLE OA -5

3.2 Other bubble intensity measures

Table 4 of the paper only reports 2SLS regressions explaining Composite bubble measure. In
Table OA-6 we repeat our analyses using the other bubble measures (Cumulative return, P/E
ratio, and Announcement return). Columns (1) through (3) show that Analyst coverage in
2005 remains statistically significant at the 1% level in the regressions. Columns (4) through
(6) show that Analyst coverage remains statistically significant in the 2SLS regressions.
Therefore, based on the results of instrumental variable estimations, we conclude that it is
unlikely that our results are driven by an omitted, slow-moving bubble-proneness variable

with which Analyst coverage is endogenously correlated.

TABLE OA -6

13



3.3 One instrument at a time

In Table OA-7 we present two-stage least squares regressions of Cumulative return, P/E
ratio, Announcement return, and Composite bubble measure in which Analyst coverage is
instrumented by one instrumental variable at a time (either Trading volume in 2005 (Panel
1) or Mutual fund ownership in June 2005 (Panel 2)). Analyst coverage remains statistically
significant in all cases, except for the P/FE ratio regression in which Trading volume in 2005

is the sole instrumental variable.

TABLE OA -7

3.4 Adding instruments to the RHS of Table III regressions

In Table OA-8 we show that Analyst coverage remains strongly statistically significant in OLS
regressions in which both Trading volume in 2005 and Mutual fund ownership in June 2005
are added as regressors. These variables are statistically insignificant in those regressions,
except for Mutual fund ownership in June 2005, which is borderline statistically significant

(t-value=-1.67) in the regressions explaining Cumulative return.

TABLE OA -8

14



4  Further robustness for Table 6 regressions

4.1 Figure illustrating main regression result

Figure OA-2 illustrates that analyst coverage is indeed less effective in reducing bubble
intensity when there is greater disagreement among analysts. We first sort stocks into sixtiles
based Dispersion among analysts. Within each sixtile we further categorize stocks into high
and low analyst coverage groups, based on whether the stock’s analyst coverage is above or
below the overall sample median. We then compute the median Composite bubble measure for
each analyst coverage group within the sixtile and plot the difference between the medians.
For example, the bar for dispersion group 1 (the smallest analyst dispersion group) is the
median Composite bubble measure for its high analyst coverage subgroup minus the median

Composite bubble measure for its low analyst coverage subgroup.

Figure OA-2 shows that the difference of bubble intensity across low and high analyst cov-
erage bins is positive in all analyst dispersion sixtiles, which confirms our key finding that
stocks with high analyst coverage develop smaller bubbles. The additional finding the figure
illustrates is that the difference in bubble intensity among Low and High Analyst coverage
bins decreases mononotically as the level of disagreement among analysts increases from
sixtile 1 to sixtile 6. That is, analyst coverage is less effective in reducing bubble intensity

when there is greater disagreement among analysts.

15



Figure OA-2: Bubble intensity differences across analyst dispersion sixtiles
Difference of medians across Low minus High Analyst coverage bins
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4.2 Other bubble intensity and dispersion measures

In Table OA-9 we show that the interaction term results using Dispersion among analysts
obtains for two of the other three full sample bubble intensity measures (Cumulative return

and Announcement return, but not P/E ratio).

TABLE OA -9

In Table OA-10 we report results of Composite bubble measure regressions in which we
interact Analyst coverage either with Dispersion of analysts’ earnings forecasts (Panel 1) or
with Dispersion of analysts’ recommendations (Panel 2), rather than with Dispersion among
analysts. In both cases we observe that the interaction term is positive and statistically
and economically significant. This shows that our conclusion that Analyst coverage is less
effective in mitigating bubbles when there is high disagreement among analysts is robust
to measuring disagreement among analysts by using only their earnings forecasts or their

buy /sell recommendations.

16



TABLE OA - 10

In columns (4) through (6) of Table OA-10 we report results of regressions that explain
Turnover in which we interact Analyst coverage either with Dispersion of analysts’ earn-
ings forecasts (Panel 1) or with Dispersion of analysts’ recommendations (Panel 2), rather
than with Dispersion among analysts. In both cases we observe that the interaction term is
positive and economically significant. The interaction coefficients are statistically significant
both for Dispersion of analysts’ earnings forecasts and for Dispersion of analysts’ recommen-
dations when the control variables are omitted (model (5) in Panels 1 and 2). As shown
in model (6), the interaction term remains statistically significant when all control variables
are included in a regression using Dispersion of analysts’ earnings forecasts (the interaction
term’s t-statistic is 1.85), but not when we use Dispersion of analysts’ recommendations (the

interaction term’s t-statistic is 1.32).

4.3 Full sample of stocks

Because of our use of the Dispersion among analysts variable, our Table 6 Turnover regres-
sions are limited to a subsample of 364 stocks with Analyst coverage of 2 or more. In Table
OA-11 we present Turnover regressions for the full sample of 623 stocks. These regressions
show that the greater Analyst coverage is associated with lower Turnover, and that the effect

is statistically and economically significant.

TABLE OA - 11

17



5 Additional figures

Figure 2 of the paper suggests a reference period ending May 29, 2007, based on P/E
ratios, turnover, cumulative returns, and two measures of retail investor enthusiasm (Google
searches and account openings). For completeness, here we plot two additional figures. We
show price indices for our sample of 623 A-shares in the Shanghai Stock Exchange. To
calculate the indices, for each stock we first accumulate the gross return since January 2005,
normalizing to 1 on November 28 2006, right before our reference period begins. We then

calculate both the median and value-weighted average across all 623 stocks.

As Figure 2, Figure OA-3 suggests a regime change on May 30, 2007. Though the peak for
median price levels is on January 2008, it is clear that not only did the average rate of price
appreciation slow substantially after May 30, 2007, but in addition prices did not display a
clear upward trend as they did beforehand.

Figure OA-4 plots the value-weighted average P/E ratio of Shanghai stocks, in addition to
the median P/E ratio previously plotted in Figure 2 of the paper. Figure OA-4 also shows a
regime change after May 30, 2007, with both median and value-weighted P /E ratios declining

thereafter.6

One argument for placing greater emphasis on plots of median (as opposed to value-weighted) prices and valuation
ratios is that, as we show later, bubble magnitudes are negatively correlated with firm size. Hence, value-weighted
plots present a somewhat skewed picture in the sense of not being representative of a randomly picked firm.

18



Figure OA-3: Price Level Index

Log scale, normalized to 1 in Nov 28 2006
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6 Brokerages in RESSET data

Table OA-12 lists the Chinese brokerage firms providing earnings-per-share forecasts for the

sample stocks during the six-month reference period.

TABLE OA —12

20



Table OA-1. Size related robustness checks

Panel 1 summarizes key results from robustness regressions for Table 3specifications that explain bubble intensity measures in
a sample of 623 Shanghai A-shares. We report the coefficient on Analyst coverage across 28 regressions. Each regression has a
different type of control for size. In the first row we repeat our baseline results in Columns (1), (3), (5), and (7) of Table 3,
which use size as the log of the average market capitalization (using total number of shares) in the six-month reference period
of November 29, 2006 to May 29, 2007. In the second row we first orthogonalize Analyst coverage with respect to log of
market capitalization before including it as an explanatory variable. In the third row we include the square and the cube of log
of market capitalization, as well as its interactions with all the other control variables in Table 3. In the fourth and fifth rows
we measure market capitalization at the beginning or at the end of the reference period, rather than the average across the
period. In the penultimate row we only use tradable shares when computing market capitalization. In the last row we use total
assets rather than market capitalization. The coefficients on control variables (and the constant term) are not reported for
brevity. We report heteroskedasticity-robust t-statistics in parentheses beneath variable coefficients. Panel 2 reports the linear

and the Spearman rank correlations between Analyst coverage and Composite bubble measure within each log of market
capitalization decile. ***, ** * denote statistical significance at the 1%, 5%, and 10% levels, respectively.

Panel 1: Coefficient on Analyst Coverage in different regressions related to size

Dependent Variable

Comp.
Cumul. P/E Ann. bubble
Test return ratio Return meas.
Baseline in Table 3 - Columns (1), (3), (5), and (7) -5.392 ***  -5.086 *** 0.997 ***  -0.097 ***
(-13.37) (-15.91) (21.46) (-26.84)
Analyst coverage orthogonalized -8.124 ***  -5,021 *** 0.908 ***  -0.105 ***
with respect to Log of market Capitalization (-10.03) (-9.46) (10.71) (-14.39)
Including Log of market capitalization & and its powers | -5.407 ***  -4.243 ** 0.779 ***  -0.083 ***
& interactions with all other control vars. in Table 3 (-8.68) (-7.94) (10.27) (-13.99)
Log of market capitalization measured at -5.581 ***  -4,721 *** 0.888 ***  -0.091 ***
beginning of ref. period rather than average (-7.98) (-8.95) (12.44) (-15.57)
Log of market capitalization measured at -9.657 ***  -5.251 *** 0.949 ***  -0.115 ***
end of ref. period rather than average (-12.98) (-10.99) (15.41) (-20.50)
Log of market capitalization measured -9.009 ***  -4.396 *** 0.921 ***  -0.106 ***
using tradable rather than total shares (-11.21) (-8.28) (14.75) (-17.52)
Log of total assets as the size variable -7.311 **  -4.306 *** 1.030 ***  -0.103 ***
(instead of Log of market capitalization) (-13.04) (-10.53) (18.58) (-22.27)

Panel 2: Correlations between Composite bubble measure and Analyst Coverage
Linear Rank

Log of market capitalization deciles | correlation correlation

Decile 1 -0.33 *** -0.25 ***

Decile 2 -0.30 *** -0.35 ***

Decile 3 -0.46 *** -0.51 ***

Decile 4 -0.63 *** -0.69 ***

Decile 5 -0.58 *** -0.61 ***

Decile6 -0.68 *** -0.80 ***

Decile 7 -0.61 *** -0.61 ***

Decile 8 -0.67 *** -0.72 ***

Decile 9 -0.57 *** -0.59 *