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ABSTRACT. The aim of this paper is to design a decision support system that allows companies to 
consider their options with respect to relocation within the United States. A prototype system is developed 
through a rigorous development methodology and illustrates a style of development that attempts to ensure 
system maintainability, correctness, consistency of deduction and promotes quality sofiware. The system 
utilizes data that allows a hybrid information systems to be created that combines artificial intelligence 
and spreaakheet techniques. The system allows individual companies to examine their relocation needs 
and opportunities while also acting as an educational tool for business and planning students. 

INTRODUCTION 

The nature of the competitive global market has placed an emphasis upon return for invest- 
ment in all aspects of a corporation’s business endeavors. This emphasis is no longer limited to 
the factory floor or the retail market sector of a companies operations, but now pervades every 
aspect of a business, none more so than that of the work force. This has lead companies to 
assess the effectiveness and efficiency of their employees and the location of their plants in 
respect to the returns that could be obtained elsewhere. Thus, for the first time American com- 
panies are relocating and moving to sites that will give their companies advantage - in some 
cases this may involve moving from their historical homes to sites where the work force and 
economic conditions offer the companies significant benefits. 

In this .paper we show a means by which a company can, through the creation of a company 
profile, be contrasted against profiles of 50 cities in the United States, and a match can be made 
such that the city which best facilitates the company’s needs is identified. The mechanism 
through which this is achieved is that of a knowledge-based decision support system used in 
conjunction with a spreadsheet and run upon a micro-computer. 

The advantages of Decision Support Systems (DSS) are such that they provide a source of 
expertise when not otherwise available, standardize deductions, and act as a uniform repository 
of knowledge that can be updated in line with emerging or new techniques. These and other 

Reprint requests should be sent to Robert T. Plant, Department of Computer Information Systems, University of 
Miami, Coral Gables, FL 33 124. 

117 



118 R. T: Plant and J. I? Salinas 

advantages have been extensively documented in the DSS literature (Keen & Mortin, 1976; 
Alter, 1980; Turban, 1984). 

OVERVIEW OF THE RELOCATION DOMAIN PARAMETERS 

The managers of today’s corporations and companies are faced with many problems, none 
more pressing than the need for motivated, skilled and efficient workers, the supply of which is 
projected to fall dramatically in the 1990s (the post-baby boom era.) To further complicate this 
problem, the companies face severe socio-economic pressures in many parts of the country in 
attempting to attract workers to their areas. This is especially true in the large metropolitan 
areas such as Southern California and New York, where quality housing, schooling, and other 
life style factors required by workers are prohibitory in expense. These factors have therefore 
lead many organizations to consider their location as a limiting factor in their growth and 
future profitability and, as a consequence, have considered the necessity to relocate in order to 
grow as a corporate entity, if not just to survive. 

Researchers in urban science and industrial location theory have identified factors such as: 
transportation, topology, resources, market access, labor availability, taxes, and climate as 
influencing the decision to relocate an organization (Miller, 1982). These factors, which are all 
variable in terms of their geographic position and all have a direct impact upon production 
costs and the ability to produce a product in one location cheaper than at another, can have a 
significant influence upon a company’s profitability if not survival (Toyne, 1974). 

This paper describes a computer system, CISEPO (City Selection Program), that is designed 
to assist managers in their decision to relocate. The primary objective of the system is to pro- 
vide managers with the selection of a new possible corporate site according to the profile of the 
company. In order to achieve this, the system analyzes 50 of the major cities in the United 
States and measures their attributes against those that describe the company under considera- 
tion before selecting a city that best fits the corporation’s needs. After a city has been selected, 
the program displays a brief description of its selection and the average values for all consid- 
ered alternatives, allowing a comparison to be made. 

SYSTEM SPECIFICATION 

In order for the city selection program to determine suitable cities for a corporation to relo- 
cate, three types of knowledge are required: city profiles, a company profile, and knowledge on 
how to select a city that best fits the company profile, 

A study by Sellers and Michels (Sellers & Michels, 1990, October) drew together data that 
classifies 50 cities according to a variety of factors that experts and managers agreed to be the 
most important ones when selecting a company site. In their study, the top ten sites were select- 
ed for a generic company, based upon the ranking of cities by experts. The study in this paper 
goes further in that the city profiles are examined for suitability for relocating a particular com- 
pany as described by the system user, and so the city selected may be different every time 
depending upon the requirements of the organization. 

SYSTEM DEVELOPMENT 

The development of the DSS followed a methodology that attempted to promote rigor and 
accountability into the creation process (Plant, 1991). The methodology can be simplified as 
follows (see Figure 1): 
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FIGURE 1. Development Methodology. 

The knowledge engineer commences with a specification of the system’s requirements. This 
is termed the initial specification because it is extremely difficult to fully specify knowledge- 
based systems in a formal manner. Thus, the developer attempts to create as rigorous specifica- 
tion as possible, in the style described and presented in the previous section. This specification 
is then used as a basis from which to proceed in system development. Its main functions are to 
define the boundaries of the system’s domain, both in terms of breadth and depth, while acting 
as a baseline document so that the system developed can be compared against the initial speci- 
fication requirements. 

Having specified the system, the knowledge engineer then proceeds to select an elicitation 
technique (Burton, Shadbolt, Hedgecock, & Rugg, 1987) and extract the domain specific 
knowledge from the domain expert or knowledge source. The elicited knowledge is usually in 
the form of text, such as a transcribed interview, and this is known as the elicited knowledge 
representation. The third stage is to analyze the elicited knowledge, a process known as knowl- 
edge acquisition (Wlebank, 1983), the aim of which is to refine the knowledge and identify 
inconsistencies, incompleteness, or areas that need clarifying. The process may utilize interme- 
diate representations with which to add structure to the knowledge, e.g., decision tables or 
trees. The intermediate form allows the knowledge to select a representation, e.g., rules 
(Waterman, 1986), with which to implement the system. Finally, system testing and quality 
assurance measures can be performed. The step-wise development with multiple implementa- 
tion independent stages allows for errors to be easily corrected and gaps in the knowledge to be 
filled with consistency. 

We will now consider each of these stages in the development of the relocation decision sup- 
port system. 

Knowledge elicitation is a process in which the domain knowledge is extracted from a 
domain expert or other sources and organized into a form that can subsequently be analyzed 
and used in the knowledge representation process. Several techniques are available to the 
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knowledge engineer including reporting, interviewing, and literature referral (Weilinga & 
Breuker, 1985). 

The knowledge elicitation processes used in this study included the utilization of literature- 
based sources of expert knowledge. This simulated the use of multiple experts, an acknowl- 
edged benefit in insuring consistency, correctness, and completeness (Mittal & Dym, 1985). 

The knowledge elicitation literature was divided into two types: primary knowledge sources 
and secondary knowledge sources. The primary sources were classified as those that provided 
data on explicit parameters that would be of relevance to a decision of whether a company 
would wish to relocate to that site. These included such data as: SAT scores, mean salaries, and 
skills available at that location. The secondary knowledge sources were those that were influ- 
ential in how a parameter would be weighed against the other parameters, e.g., is it more 
important to have an educated work force or a low white collar salary, and in what proportion? 
The primary sources of data were, for example, Fortune’s survey of American cities (Sellers, 
October, 1990) and the cost-of-living index for American cities (American Chamber of 
Commerce Research Associates, 1991). The texts on economic, scientific, and industrial geog- 
raphy acted as the basis for the weighing multipliers that were associated to the parameters 
(Erickson & Wasylenko, 1980; Lloyd & Dicken, 1977; Haggett, Cliff, & Frey, 1977). 

Knowledge Acquisition: Developing the Representations 

The result of the knowledge elicitation phase is a raw elicited representation of the form: 

City = Salt Lake City, Utah 
Population 1990 = 1,089,388 
Population Growth 1990-1995 = 6% 
Unemployment 1989 = 4.5% 
Average ACT Score: City = 19.5 
Average ACT Score: Suburban = 21.3 
Average Salary 1987: Manufacturing = $23,340 
Average Salary 1987: White Collar = $19,016 
Labor Market Stress Index = 107 
Cost-of-living Index = 93.8 

City = Austin, Texas 
Population 1990 = 787,360 
Population Growth 1990-1995 = 12% 
Unemployment 1989 = 5.4% 
Average SAT Score: City = 930 
Average SAT Score: Suburban = 983 
Average Salary 1987: Manufacturing = $25,884 
Average Salary 1987: White Collar = $20,585 
Labor Market Stress Index = 80 
Cost-of-living Index = 99.2 

The major data consideration was that of the information required to create the city profiles. 
In all, 50 cities were utilized with the profile for each city being based upon nine variables: 
population, population growth rate, unemployment rate, average SAT & ACI’ scores for the 
city and the suburbs, average salaries for manufacturing and white collar employees, the labor 
stress index (LSI), and the cost-of-living index (CLI). The labor stress index, created by Sellers 
et al. (1990, October), is derived by “tracking unemployment, changes in annual wages, and 
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unemployment growth versus expansion of the local labor pool since 1984” while the cost-of- 
living index, devised by the American Chamber of Commerce Researchers Association (1991), 
is used to equate salaries in different cities. For example the equation: 

(Index#l/Index#$ * Salary 

will give us the equivalent salary in city#T to that of city+: 

Thus to find the St. Louis equivalent of a $25,000 salary in Philadelphia, we take the equation: 

City##Jity#2 (Index#1/Index#2) * Salary = $ 

and deuce: 

St. Louis/Philadelphia (98.8/128.7) * $25,000 = $19,192 

while the Philadelphia equivalent of a $25,000 salary in St. Louis is: 

Philadelphia/St. Louis (128.7198.8) * $25,000 = $32,566 

from which we can see that costs in terms of salaries alone are an important issue for a compa- 
ny to consider. 

The creation of the city profile data base had two major problems: it’s always changing and, 
as originally stated, it’s not possible to compare among its different variables. The first of these 
problems was solved by using a readily available and easy-to-use tool to implement the 
database: a QUATTRO spreadsheet. The second problem encountered with the city profile 
database was how to compare one variable against the other, how to equate population against 
average manufacturing salary, for example. To overcome this, the database was transformed 
into a common notation to allow the comparison of different fields. This was achieved through 
the translation of each variable of each city into the number of standard deviations the city 
moves away from the mean for that variable for the entire database. In order. to do this, we need 
to compute the average and standard deviation of each variable of the database. Then, the abso- 
lute value of each variable of each city is subtracted from the average of that variable for the 
database. The result is then divided by the standard deviation obtained for that variable, and a 
new set of figures is obtained that allow the user to compare a city for any variable, the figures 
themselves being computed in the QUAn?lO spreadsheet, Details are given in Tables 1 and 2. 

After the database of values for the cities was created, the next stage was selecting from 
these cities a city that best fits the company description. The first step towards this was deter- 
mining the company profile. The parameters for which were: company type, company size, life 
stage, and skill requirements. 

The company type was divided up into three alternatives: manufacturing, administrative, or 
both since some companies are exclusively administrative in nature, such as accounting$irms, 
while others are primarily manufacturing in nature, and the administrative part of the compa- 
ny’s process is not a significant part of its production, e.g., textile manufacture or assembly 
operations. The third type of company entails both an administrative sector and a manufactur- 
ing sector; an example of this is high-tech manufacturing, where the research and development 
team is as important as the manufacturing group. 

The second parameter in the company profile is that of company size. Again, this is divided 
into three categories according to the number of employees. The three categories are: 0 to 50, 
51 to 100, and 101 or more. 
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The third parameter is what can be termed “life stage,” that is the stage in the evolution of a 
company that the individual company for which the profile is being created has reached: New, 
for new companies, Growing, for already established companies that are expected to grow in 
the future, and Mature, for established firms where, due to market con~tions, the firm is not 
expected to grow or diminish much further. 

The fourth and final parameter is that of skill requirements. This covers the skill levels 
required by the employees to adequately perform their function within the organization. This 
level can be one of three levels: Lower, Normal, or Higher. 

Having created a basis for the construction of a company profile, we now consider the third 
component of our system: The method for comparing different fields from the city profile 
database against the company profile. The approach taken was to assign weights to the vari- 



CISEPO 

TABLE 2. In Number of Standard Deviations from the Mean 
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ables in the cities database, according to the profile of the company supplied by the user, the 
weights indicating the importance of each of the selection criteria for a given company. For 
example, if the company were a manufacturing firm, then we would expect the user to be more 
concerned with the average manufacturing salary rather than that of the white collar income. 
The weights (which range from 0 to 1) are multiplied against the number of standard deviations 
of each city, a score is computed, and the city that scores highest is selected. 
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It should be noted that the knowledge on city profiles is very volatile and will fluctuate with 
socioeconomic conditions. However, the process to update the data does not require any major 
effort. The knowledge on how to compare the cities against a company profile does not change 
significantly but is the key for fine tuning the system: Different weights can be assigned to dif- 
ferent rules, therefore adjusting the performance of the system. 

Intermediate Representation: Decision Tables 

As we have discussed above, the data set corresponding to a location needs to be weighted 
by a set of multipliers, such that the individual parameters can be used in combination. In order 
to do this, a set of decision tables were constructed. The decision tables were complete in cov- 
erage and thus guaranteed consistency and completeness. Further, this provided a vehicle 
through which the weighing could be modelled. One such table is illustrated in Table 3. 

Knowledge Representation: Rules 

Knowledge representation schemes describe in terms of data structures the knowledge struc- 
tures used by the expert over which his deductions occur. The question of how lmowledge is rep- 
resented within an expert or decision support system is of central concern. This is because the 
structure determines the type and ease of reasoning that can occur over a given knowledge base, 
ultimately det ermining the capability of the system. A number of techniques are used to represent 
different knowledge types and the inter-relationships of that knowledge: (i.e., frames, semantic 
networks, production systems, logic; Waterman, 1986). We decided to utilize a production system 
architecture (Holsapple & Whinston, 1987) for our system, due in part to the following reasons: 
the structure of the relocation planning knowledge is suitable to being represented in a rule form; 
production systems are easy to implement, understand, and use; plus, the modularity of produc- 
tion systems provide flexibility in the development and maintenance of the knowledge base. 

The knowledge base contains the rules that select an appropriate weight to be assigned to a 
parameter. For example, Rule 1 below corresponds to a rule from the decision table in Table 3: 

RULE1 
IF Company_Size > 0 AND 

Company_Size < 50 
THEN Labor_Market_Stress_Index = -0.05 

Unemployment_Weight = 0.05 
BECAUSE 

“Companies of a small size in terms of workforce 
can attract recruit staff, either skilled or 
unskilled, in any employment environment, or LSM index.” 

TABLE 3. Parameter Weighing 

yJ%jjp 
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FIGURE 2. System Design. 

This shows how explanations can be attached to rules, allowing the system to inform the 
user of the systems reasoning strategies. This is an advantage mat production systems exhibit. 
The rule structure also allows the use of “what if” ex~~entation on the part of the user and 
allows the user to change the parameters of a problem and examine the consequences. 

lmplemen ta tion 

The knowledge engineer, having acquired the domain knovvledge and data and having repre- 
sented that donation in forms that would facilitate retrieval of ~owl~ge-bard decisions, 
could then implement the system. This was accomplished through a system with the architec- 
ture presented in Figure 2 and implemented through use of an expert system shell, VP-Expert 
Version 2.1 (Hicks & Lee, 1988; Pigford & Barn, 1990). 

The implementation of the system was performed with system maintenance and upgrading in 
mind, and so extensive use of partition of both the knowledge base and database were made, 
thus increasing the modularity of the system. A simplifi~ system logic, is illustrated in Figure 3. 

The system logic flow chart given as Figure 3 shows how different problem types chain the 
system to different parts of the modularized data or knowledge base. This was found to be an 
effective implementation strategy which facilitated modification. 

SYSTEM OPERATION 

The CISEPO Decision Support System was designed to be user friendly and to require as lit- 
tle interaction as possible, thus enabling a wide user group to take advantage of the system and 
to minimize the potential for input error. After the initial introductory screens of instruction 
(e.g., Figure 4), the user is then asked to input data and information as the system deems neces- 
sary, such that a corporate r~u~ernen~ profile can be created, such as illustrated in Figure 5, 
which asks the user to input the skill requirements that the company requires from its workforce. 

CISEPO: A Rolocaticm DSS 

1 Idmttfy @aration 1 

Idmtlfy Lif. stat 
I 

I I I 
Skltlr.RBS ops.KSL LrfoSt.KRS nultpli*r* 

FIGURE 3. System Logic Flow Chart. 
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MELCOlE 

To CI8wo 

Tha city Eot8&an Proeru, A oocfafa 

a&port systr for Mantttyinil 

Potaltimt R~loc~ttm tita 

press any toy to teein cofwlt8tfon 

Entr to sdrt ENDtoCPpht* /etowit 7 for lmwmm 

FIGURE 4. tntroductory Screen. 

This is followed by similar screens that require the user to input data about the company’s 
type of operation and life stage. Figure 6 shows how the system attempts to determine if the 
company is primarily administrative, of a manufacturing base, or mixed in operation. 

While through a screen of the type shown in Figure 7, the system attempts to determine the 
life stage that a company has reached. After the system has obtained sufficient information 
from which to determine a suitable relocation site, it then performs its analysis, the relocation- 
algorithm, examining the knowledge-based component. In order for the user to be aware of the 
systems operation, a monitor screen is displayed and constantly updated with the current city 
being analyzed along with the best selection so far; this is of the form illustrated in Figure 8. 

FIGURE 5. Skills Requirements Screen. 
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I Enter to Select END toCorp1ete /a toalit 7 forunkncw 

FIGURE 6. Operational Base Screen. 

PLaco tell I the rfn tvpr of opwatfm of your capvy 

lhfr has hem divided into thm catogoria: 

ADMYISTRATlVE 

If yax cmpuiy raqufm wfnly a&fnirtratiw staff 

AFFIX 

If your ~pvy is l mrufuturing firm and blue collar 
workers ropreant the vast mjorlty of the wrkforta 

Km 

YOUF CarpuY tr I wnrfKtwirq ttk-bty lrhich n0.d~ 
n exceptional backing of drinfatntive staff 

At the end of this process, the city that best matches the relocation requirements for the com- 
pany is displayed along with relevant details of that city. An example of such a resultant analy- 
sis is given in Figure 9. 

8 ‘1.r~ toll m on rrhfch rtaga In life yau think ywr 
I :cqmIy is. 

1 :t could b ana of thm fotlouin(i cetogorlr: 

NW 

If the cqmny II Just starting out 

6RwIffi 

If the capn) km bm rwntng for WL ttn nou, 
but you oxpet to arau eorridmbly in the future. 
Then It Still rocm for axpuuiom. 

IUlIRE 

The cagry hu bwn an the wrkot for saao tir and 
expmsion is ngliSfble 

tntor to Sdect END to Coqtote /S to Quit ? for t&&mu 

FIGURE 7. Life Stage Screen. 
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Your Sut Chola So Far: Danvw 

FIGURE 8. Analysis Monitor Screen. 

TESTING AND QUALITY ASSURANCE 

The promotion of quality in our system was a prime concern from its conception, and even 
though it was intended to be a prototype system, this did not give license to allow for poor 
design and implementation. The use of this approach increased the three major factors effect- 
ing knowledge-based system’s quality that can be termed C3: Consistency, Completeness, and 
Correctness. The modular approach to development in conjunction with a stringent initial spec- 
ification requirement has made the prototype extremely robust within its domain parameters. 

The process of validation and verification in relation to knowledge-based systems has been 
demonstrated to be a significant problem (O’Leary, 1988; Plant, 1990). However, the tech- 
niques used in the development of our system are such that a high level of correctness is 
reached. This can be justified by exhaustively showing that the systems performance matches 
the requirements of the decision tables, a testing mechanism that is not normally feasible to 
demonstrate. The subsequent successor to this system will require alternative testing tech- 
niques such as critical data testing, random data tests, or functional testing (Rushby, 1988). 

For . ccqmy roqlrimg mm than 100 wrkon, wltk 
hfSh rkills rupdramtr, and being l m canny 
of n tiinlrtratln opwetlan I auSgestr 

It ha8 a pqaul~tlan of 2,462,2D7 pupl., uith an 
mx&ctd pqulatian Srwth of 7K fra 1WD to 

. 
Wimuqolia/St Paul ha8 n rvwaga uqlopmt 
rate of 5.101, md the avwege ulwin for 
mnufuturlng and Irhlto collar wrkm has bmn 
utirtd at S29,a23 d us.448 fwsputlvoly. 
The werow SAT acore for tha uburlm IS 999, 
md for the city 7DD. The Labor rrkot strou 
Irdw is 107. 

the Sation-uiQ weragn are: 

Pqul~tlcm: 2,168,%1 
unrplmt: 4.7% 

Growth: 5% 

bwfacturi~ Average Salary: S26.692 
Hitr Collar Average Salary: S24,489 
SAT city: 62 SAT-:946 
Labor krket ttrrr lndax: W 

Prow Any Ko7 to Exit 

FIGURE 9. Analysts Results Output Screen. 
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SUMMARY AND CONCLUSIONS 

This paper has attempted to detail a prototype decision support system that assists companies 
to select a city within the United States for relocation purposes. The program could be adapted 
for any relocation problem on either an international scale or within a given urban area. The 
system illustrates that the techniques of artificial intelligence and spreadsheets can be com- 
bined together to produce a system that can easily be used by management or corporate plan- 
ners. Further, through the use of a rigorous and structured approach to development, the system 
is correct, consistent, and complete for the domain covered. The system performs adequately as 
a prototype, with a knowledge base created from the knowledge engineer’s experience and 
from literature. We feel that further fine tuning would be beneficial were the system to be used 
in a corporate env~~ent. 

The system could be enhanced by keeping a history of the cities analyzed by the system and 
by presenting the user with a list of top ten choices. This would then allow for other factors to 
be considered that are not contained within the knowledge base of our system, such as a loca- 
tion’s proximity to transport routes or suppliers. We felt that the inclusion of these factors was 
beyond the scope of our study, which was designed to run upon the data of Sellers and Michels 
(1990, October). A paper that addresses some of these broader issues is that of Suh. Kim, and 
Kim (1988). 

In addition to use as a corporate planning tool, the system can also be used with beneficial 
results as an educational tool which provokes discussion and allows theories to be examined 
with respect to the criteria executives use in considering corporate relocation. 
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